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Abstract

Many people perceive DCE and CORBA as competingnelogies. Indeed, both support the constructiah an
integration of client-server applications in heggoeous distributed environments. Comparisons ajlgitocus
on differences between individual capabilities ordifferences between the maturity of specificatiand
products that conform to them. There is a fundaaiafifference between DCE and CORBA, however, Wt
feel far overshadows either of these criteria basis for selecting a distributed computing platfor his
document summarizes the main features of DCE andEXQ presents what we feel is the most important
difference between them, discusses differencesdmsetundividual capabilities and the maturity oftbot
specifications and products, and concludes withviaw of how an organization should select the nedbgy
most appropriate to its distributed computing goals
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1. Introduction

Many people perceive the Open Software Founda@$H) Distributed Computing Environment (DCE) and
Object Management Group (OMG) Common Object RedgBesiter Architecture (CORBA) as competing
technologies. Indeed, both support the construaiahintegration of client-server applications @drogeneous
distributed environments, and both do so in vemyilar ways with very similar capabilities.

Figure 1 depicts at a very high level the mannewvhich service requests are handled by DCE and CORB
Both define an Interface Definition Language (IDL).

DCE IDL is based on the C programming language; B®ROL is based on C++. IDL is used to define the
interface that a server implements, that is, thete

services that clients may request of it. Both DOE hnd CORBA IDL compile into client and serverltssu A
client application calls a client stub to requesesvice. The client stub interfaces to the runtaystem, which
eventually invokes server code that implementse¢lagested service through the appropriate serubr st

Client host Server host
Client Server
Application code 4 Servercode
Client stub Server stub
generated by generated by
the IDL compiler the IDL compiler
Runtime system Runtime system

Figure 1. Requesting Services Using DCE or CORBA

The transmission of service requests and respdiete®en clients and servers is handled by both B@E
CORBA so that applications need not deal with comeéike: where clients and servers are locatethen
network; differences between hardware platformgrafing systems, and implementation languages (for
example, data formats or calling conventions); nekimg protocols; and others.

There are many other similarities between DCE a@RBA, as one would expect. However, our purpose feer
not to present a litany of the similarities betwéegse two technologies. It is our intention torakee how they
differ from one another.

Comparisons of DCE and CORBA are commonplace; hewekey typically focus either on differences
between individual capabilities or on differencesween the relative maturity of specifications afgroducts
that conform to them. There is a fundamental déffiee between DCE and CORBA, however, that we &el f
overshadows either of these criteria as a basisdiecting a platform for distributed computing.

The purpose of this document is to discuss thewiffces between DCE and CORBA on all of thesedevel
Before doing so, we summarize the features that BRRECORBA offer. After presenting what we feethie
most important difference between the two techriegnve discuss the differences between the indalid
capabilities they provide and the relative matuoitypoth the specifications and the products tbafarm to
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them. Then we present our view of how an orgardpmaghould select the technology most appropriatégo
distributed computing goals.
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2. Overview of DCE

DCE supports the construction and integration dfaSed client/server applications in heterogenewishiited
environments. Figure 2 shows the various eleméatscomprise the DCE architecture.

Distributed Applications I

DCE Extended Services

. Network . Event | Distributed
: MgmtOption . Service | File Service
DCE Executive
Directory Distributed Security
Services Time Service Services
Remote Procedure Call I
Threads Service I

Operating System and Network Services I

Figure 2. OSF DCE Architecture

DCE Executive

The DCE Executive consists of the following compuse

Security Services that support authentication @u&iarberos V5, clients and servers can prove whg #ne),
authorization (servers can use access controlttisietermine whether a client is authorized tairbé given
service), integrity (checksums guarantee that médion is received as transmitted), and privacySDE
encryption protects sensitive information from thsare during transmission between a client andesgr

Directory Services that support local DCE admiistm domains called cells and inter-cell name Icgtgm.
These services consist of a Cell Directory Ser(@eS), Global Directory Service (GDS, which use50Q),
Domain Name Service (DNS, not supplied, but useBD®¥), and a Global Directory Agent (GDA).

A Distributed Time Service (DTS) that synchronizéscks on all hosts in a DCE cell, as well as betweells.
DTS uses the UTC standard and is interoperable MitR.

A Remote Procedure Call (RPC) mechanism by whientd invoke procedures in servers. A client may us
directory services to bind to a particular servienterest at run time, and the client and servay mse security
services to guarantee desired levels of authemicaduthorization, integrity, and privacy.
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The RPC mechanism insulates clients from detailstwfre servers are located on the network, thestgpe
hardware and operating system platforms on whiel &xecute, differences in data representatiovedest
client and server platforms, and the particulamoek transports in use.

A Threads package based on POSIX 1003.4a (dréfiad supports the creation and management of rultip
threads of control within a client or server. A titihreaded client may perform additional work (pegps invoke
additional RPCs) while one RPC is pending. Theatidper that receives RPCs at a server and invbkes t
appropriate RPC handlers is already multi-threadathmatically permitting DCE servers to handletiplé
RPCs concurrently. The maximum number of concurRI€s at a server is easily configured by the aez|
who is also responsible for ensuring the thread-behavior of all RPC handlers.

DCE Extended Services

DCE Extended Services currently consist of theribisted File Service (DFS) alone. The DFS is a DCE
application that implements a single logical filst®m that is available (through Directory Servidespughout
an entire cell and across cell boundaries. DFSatppeplication of files for availability and fattblerance and
log-based recovery from hardware failures.

The remaining components that appear in Figure2GE Extended Services are vestiges of OSF’s Digtieid
Management Environment (DME), which failed to obtaéndor buy-in and has ceased to exist as ary émiits
own right. These components are shown in dashedsiogcause it is not clear at this time whether Wik be
incorporated into future releases of DCE. The Neftwdanagement Option would provide a means for
management applications to access management eiormusing standard network management protocols
(CMIP and SNMP). The Event Service would provideoenmon way for system and user applications to
generate, forward, filter, and log events.

The Bibliography lists sources of additional infa@tion about DCE.
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3. Overview of CORBA

CORBA supports the construction and integrationlgéct-oriented software components in heterogesmeou
distributed environments. Figure 3 shows the varielements that comprise the CORBA architecture.

Distributed Applications I

Vertical CORBA Facilities

5 :
- =] = [ » 2

C . Ju =
2|58 |l532]| 5 |22 g || B .55 ’
R IR R R R
5 || 5a ||lagE| 5 |G| B ||E5|| 2 m il =

Horzontal CORBA Facilities
Uzer Interfacs Information Mgmt Syatam Management Ta= Mgmt
E -
m T
o5 £ I=
sizEl Bl B e | &
i 3 = a|= T 2
s etz | |iE2islzlE 2N 13 | (Bl ls 2l 2 2 f
L—"'E EBEED [ E EE mng:—m E
EE; dllEEEAEEEETEEEEHEEE EEEE I
BB o HE e EE E HHE AR N (=
Eﬁ%%m EEEEEEE sIE(EIGIE 1B IR 2 L1 E N =B 122
=S HEEEHEE ngaggE§£=Ea ElE (= |2
S ENE = EEEE 8 N EEEEEEEE s E E E

CORBA Services

|CI'|anga Manage mantl

| Paraiatance
| Traneactions
|Cota Interchange

Object Request Broker (ORB) I
Operating System and Network Services I

Figure 3. OMG CORBA Architecture
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Object Request Broker

An Object Request Broker (ORB) provides a commuigoanfrastructure for invoking operations on atige
transparently with respect to where they are latatethe network, the types of hardware and opegatystem
platforms on which they execute, differences iradapresentations between platforms, the languagekich
objects are implemented, and network transportd tcseommunicate with them. CORBA specifies altheef
functions that must be provided by an ORB and @&standard interfaces to those functions.

CORBA Services

CORBA Services are services that are essentidifolementing objects. The CORBA Services that Haaen
specified thus far by OMG include: A Concurrencyn@ol Service that protects the integrity of anesitjs data
when multiple requests to the object are processadurrently. An Event Service that supports thifination
of interested parties when program-defined evectsio

An Externalization Service that supports the cosiegr of object state to a form that can be trarischibetween
systems by a means other than a request broker.

Life Cycle Services that support creation, copyimgying, and destruction of objects.

A Naming Service that permits object referencesdoetrieved through associations between nameslajedts,
and for those associations to be created and gestro

A Persistent Object Service that supports the girste of an object’s state when the object isantite in
memory and between application executions.

A Query Service that supports operations on satsatiections of objects that have a predicate-thase
declarative specification and may result in setsadlections of objects.

A Relationship Service that provides for creatitdgleting, navigating, and managing relationshigsveen
objects (for example, a containment relationshigvben a ,folder object and the ,document” objetttat are
considered to be ,in" that folder).

A Transaction Service that provides support forueng that a computation consisting of one or nperations
on one or more objects satisfies the requiremdrasomicity (if a transaction is interrupted byaildire, any
partially completed results are undone), isolafioansactions are allowed to execute concurrehtlythe
results are the same as if they executed serialfy),durability (if a transaction completes sucfiglys the
results of its operations are never lost, exceflténevent of catastrophe).

CORBA Services that are in the process of beingifipd and are expected to be completed in 199bidtec
A Licensing Service that will control and managmumeration of suppliers for services rendered.

A Property Service that will support the associatid arbitrary named values (the dynamic equivatént
attributes) with an object.

A Security Service that will support authenticatianthorization, integrity, and privacy to degressj using
mechanisms, that are yet to be determined.

A Time Service that will provide synchronized cledb all objects, regardless of their locations.
CORBA Services that are not yet in the processofdspecified include:

A Change Management Service that would supporidiatification and consistent evolution of configtions
of objects.

A Collection Service that would support the creatmd manipulation of collections of objects.

A Data Interchange Service that would support ttehange of data between objects.

abc Information GmbH Kommunikation und Beratung 2005 8
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A Replication Service that would provide for thekait replication of objects in a distributed eraiment (for
the purpose of availability or fault tolerance) dadthe management of consistency of replicatques

A Trader Service that would provide a matchmakiexyise between clients seeking services and objects
offering services.

CORBA Facilities

CORBA Facilities are useful for constructing apptions across a wide range of application domdihey are
divided into Horizontal CORBA Facilities, which atypically more user-oriented, and Vertical CORBA
Facilities, which support specific application dansa The Horizontal CORBA Facilities currently idgied by
OMG are grouped into four areas:

User Interface Facilities, which include Compoumdd@ntation, Desktop Management, Rendering Managieme
Scripting, and User Support Facilities.

Information Management Facilities, which includenmund Interchange, Data Encoding and Representatio
Data Interchange, Information Exchange, Informatwdeling, Information Storage and Retrieval, arichd
Operations Facilities.

System Management Facilities, which include ColtectManagement, Consistency, Customization, Data
Collection, Event Management, Instance Managenhesttumentation, Policy Management, Process Launch,
Quality of Service Management, Scheduling Managenzemd Security Facilities.

Task Management Facilities, which include Agenttolation, Rule Management, and Workflow Facilities.

No Horizontal CORBA Facilities have been specifésdyet. The first CORBA Facilities RFP was issued i
October of 1994 for Compound Document Facilitiesrffpound Presentation and Compound Interchange).
Further RFPs will be forthcoming in 1995.

The Vertical CORBA Facilities currently identifidqy OMG (as a result of responses from interesteticad
market segments to an OMG RFI) are: Accounting,lispion Development, Computer Integrated
Manufacturing, Currency, Distributed Simulation dgery, Information Superhighways, Internationalaat
Mapping, Oil and Gas Exploration and Productiorgu8ity, and Telecommunication. No Vertical CORBA
Facilities have been specified as yet.

The Bibliography lists sources of additional inf@tion about CORBA.
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4. The Fundamental Difference Between DCE and
CORBA

The fundamental difference between DCE and CORBAas DCE was designed to support procedural
programming, while CORBA was designed to suppojecboriented programming. Object-oriented
programming environments are usually characterizetheir support for:

* Encapsulation of data and the functions that maaipuhe data into objects. This enforces datangidsince
the only way to access an object’s data is thrabgloperations in the object’s public interface.

» Abstraction of common features shared by objedtsdtasses. A class definition describes the data
associated with each instance of the class, defireset of operations that can be invoked on staiite of
the class, and prescribes the functions that azeutad in response to requests for those operations
Inheritance of interfaces and implementations. T$hike mechanism that supports the specialization
refinement of classes into subclasses. It is atgoexample of reuse in object-oriented programming.

* Polymorphism, which is the ability for a request &ospecific operation to be handled differentlpeeding
on the type of object on which it is invoked. Faample, subclasses of a common superclass mayideerr
functions defined by the superclass to differeattaw instances of the subclasses and the supebeasve.

In addition to these common characteristics, objeignted programming environments usually suppatyle
of programming in which:

» Not only new objects, but new classes may be adeatteuntime.

« Late binding of operation invocations to functiails allow programs to be written without regard tioe
types of objects they will manipulate.

* Object references are passed among objects frgkigh can lead to dynamic patterns of request iations
among objects of arbitrary types (by virtue of lateding).

* Once defined, objects and classes may be reusefired in subsequent applications, extending the
usefulness of object implementations across mal@piplications.

CORBA supports all of the common characteristias mrogramming styles described above, with theiptess
exception of creating new classes at runtime. Wieeethe creation of new classes at runtime magrabled
by recently adopted CORBA 2.0 specifications. Irtipalar, we refer to additional Interface Reposito
operations for adding information to a repositaryumtime and a Dynamic Skeleton Interface, whighports
the implementation of servers capable of handlawgiests for objects whose types are unknown at il@tipe.

Distributed procedural programming environmentshsas DCE support a different set of capabilitiesitthose
described above. The basic approach to distribatipgocedural program is to:

1.Partition the program’s data and the functioré thanipulate the data into servers;
2.Distribute those servers across multiple hostd; a
3.Change function calls to RPCs, as appropriate.

This style of programming does encapsulate datdwamdions in servers, because the only way to sctee
data is through the server's RPC interface. It du#gprotect any of the data within a server fraroess by any
of the functions in the server, however. Nor daesipport abstraction, inheritance, polymorphisnthe
dynamic style of programming described above.
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DCE does have additional capabilities that begiouerlap with traditional capabilities of objectiemted
systems:

A DCE client can determine at runtime the speaécvers to which it will bind and make RPCs (althiothe
interfaces supported by those servers must be &kedmpile time).

A DCE server may generate what are called objedDgUuniversal unique identifiers) to denote diéfet
resources managed by the server. A client that doé3PC to the server can use an object UUID totifyea
specific resource. For example, a print server tigimerate object UUIDs for the different printiérs
controls, and a client submitting a print requestila specify the desired printer.

A DCE server may also generate what are calledcobjpe UUIDs, associate each object UUID with an
object type UUID, and register a separate set & R&ndlers for each object type UUID. When a cloiogs
an RPC to the server and specifies an object UtH®specific function that is invoked in the serdepends
on the object type with which the object UUID isasiated. For example, our print server might assec
one object type UUID with RPC handlers that suppoet printers and another object type UUID with a
corresponding set of RPC handlers that suppori3edst printers.

One can argue that these features support sorhe characteristics of object-oriented systems desdr
above. The object type UUID does indeed supporestomm of abstraction and polymorphism. The
important distinction to be made here is that pdocal programming is not object-oriented prograngnin
although it can be used to implement an objectrtei® programming environment, just as C is oftexdus
implement C++ (that is to say, C++ is often pregassed into C before compilation).

The analogy between C and C++ is a good one. M&@®REA-conformant ORB vendors (DEC, HP, and
IBM, for example) are implementing ORBs on top &ZIP. The desirability of the object-oriented appioac
even within the DCE community is evidenced by salefforts to provide C++ interfaces to DCE [Dilley
Leddy, Mock, Viveney].

The OODCE RFC [Dilley] relates DCE and CORBA addofs:

---0ur work focuses on integrating C++ within tvdsting DCE system infrastructure, simplifying thee of
the DCE object model.

,OMG CORBA will address creating distributed objsgstems in C++; some implementations will run on
top of DCE. CORBA IDL provides for interface inh@mce, which DCE IDL is lacking, and provides a enor
C++-like syntax for interface specification. The RBA runtime environment provides a richer set gecb
invocation and passing than the DCE environment.

~We suggest that our work may assist in the migrafrom DCE to CORBA by providing an intermediate
C++-based distributed object system until CORBAlenpentations are widely available.”
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5. Differences Between Individual Capabilities

Although we feel that the most significant diffecerbetween DCE and CORBA is in the style of prognémg
each is intended to support, there are inevitaiflerdnces between the individual capabilities thegvide. For
example:

DCE supports several useful datatypes that CORB:S aot support:

A varying array in DCE is an array of fixed sizéwdich only part is passed between client andeserv
however, the entire array is allocated at the semeich may return more array elements than wessed to
it. CORBA has no equivalent datatype; however, emjant behavior may be obtained using a CORBA
sequence.

DCE pipes permit very large parameter values tpdssed in a series of smaller blocks so that data
transmission and processing may be pipelined.

CORBA supports no corresponding mechanism for dgaliith very large parameter values; the programmer
can implement pipelining only by breaking up whagimh be a single operation conceptually into aesedf
operations.

DCE supports contexts, which are a mechanism fantaiaing server state during a series of logically
related requests from a single client. (For exarrpke client might be issuing a series of RPC®toave a
set of records from a database one at a time.s&heer state is passed to the client as an opamuext
structure; the client includes the context in sgbeat RPCs, and the server uses and modifiesate st
information in the context, as appropriate. DCEvides support for contexts directly in client amdver
stubs. CORBA has no corresponding mechanism; thgrammer is responsible for managing contextual
information explicitly. (It should be noted that BE@ontexts have no relationship to CORBA contextsch
are used to carry user preferences along with @estdo an object.)

DCE fully supports the use of pointers as, and imjthperation parameters. An operation that israefiin
DCE IDL may take a pointer as a parameter. Of agwsgch a parameter is not actually passed beween a
DCE client and server as an address, which is géneot meaningful in a distributed environmenhel
DCE run-time system packages up the value the adgr@ints to as part of the process of marshatiag
request in preparation for transmission to theesefvurthermore, if a parameter is a complex stingcthat
contains pointers, the DCE run-time system willkzage up all of the values addressed by those peinte
during marshalling, transmit them to the served getonstitute the complex parameter with poiniethe
server.

CORBA does not support the use of pointers as,ithiny operation parameters. The set of CORBA IDL
basic datatypes and constructs for building compkstatypes do not include pointers (although thay be
implemented using pointers). This means that anaramer may pass complex structures that contain
pointers as operation parameters in two ways. Tagrpmmer may write additional code to marshall the
actual values addressed by pointers into pointsr-flatatypes in the client and then reconstitigetmplex
parameter with pointers in the server. Alternativéhe programmer may redefine the complex datectre
as a collection of one or more objects, since CORIBEAs support complex structures composed of abject

CORBA supports an ,any" data type that DCE doessopport. This permits a value of an arbitrary type
be passed between a client and server. The valtieswith it a code that indicates its type.

DCE IDL does not support interface inheritance defines a flat namespace. CORBA IDL supports migitip
inheritance and defines a hierarchical namespace.

CORBA defines an Interface Repository that contaifermation equivalent to that in IDL files andrche
queried at runtime. DCE defines no such repository.
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In addition to a static (stub) interface, CORBAIde$ a dynamic invocation interface that can bel isea
client to invoke an arbitrary operation on an agbit object type at runtime (supporting the latedirig of
operation invocations to function calls). DCE deSmo such invocation mechanism - the approprie€ R
stubs must be linked into a DCE client.

DCE servers must be brought up by means exteriaC6. CORBA also supports automatic server activati
(in other words, an ORB will bring up a servettifsi not up when a request is directed to it). $@evices that
DCE provides to an application are rather limitedhpared to the components of the CORBA architecture
which covers a much broader spectrum of applicatigeport services and provides the developer wittueh
richer set of capabilities on which to build.
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6. Maturity of the Specifications and Conformant
Products

DCE Ontogeny

OSF released DCE 1.0, including all the DCE comptsdescribed above, in 1992. In addition to
specifications, OSF delivered a reference impleatént to vendors. By 1993, the first DCE implemé¢intzs
were available. A partial list of current DCE vensiincludes:

AT&T

Bull

DEC

Gradient Technologies
Hitachi

HP

IBM

Pyramid

SCO

Siemens Nixdorf
SGI

Stratus

Tandem
Transarc

OSF released DCE 1.1 to vendors late in 1994, andars are expected to release their implementabign
mid-1995. DCE 1.1 provides for enhanced auditind twe X/Open-approved GSSAPI and Extended Registry
Attributes (ERA). These will permit enterpriseshitng non-DCE domains under the DCE security unidfel
common enterprise-wide security administration.

OSF expects to release DCE 1.2 to vendors in tvasgd DCE 1.2.1 in November of 1995 and DCE 1r2.2 i
July of 1996. The primary theme for this releask vé to remove obstacles to broad end-user depoyof
DCE. The focus areas for this release are curraulhginistration, ease of programming, supportégaty
systems, scalability, security, and DFS enhancesnent

While DCE continues to evolve, a number of largé-aser organizations have committed to basing thesit-
generation, enterprise-wide information system®Qift.

CORBA Ontogeny

OMG adopted the CORBA 1.0 specification in late 1.9bhis included no CORBA Services or CORBA
Facilities, nor did OMG release a reference impletaigon. By mid-1993, the first CORBA-conformant BR
were available; by late 1993, the first CORBA Seegi were specified by OMG. A partial list of verglarho are
currently selling or developing CORBA-conformant BRRincludes:

DEC

Expersoft

HP

IBM

IONA Technologies
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Postmodern Computing
SunSoft

At this time, OMG has specified only nine of the RBA Services and none of the CORBA Facilities shawn
Figure 3. Furthermore, few implementations of ti@RBA Services that have been specified are availpér.
Nonetheless, several large end-user organizatiengratotyping elements of their next-generatiariggrise-
wide information systems using CORBA.

Comparison

Clearly, DCE specifications as a whole are clogerampletion than CORBA specifications. This is not
surprising, given the ambitious task OMG has uradem;

Figure 3 is impressive in the breadth and depteofices it depicts. It is another matter entirehether OMG
will be completely successful at defining all oétbomponents in Figure 3. As for the maturity of DC
implementations and CORBA-conformant ORBSs, theeemaature examples of each.

Let us draw the following distinctions:

The completeness of OSF and OMG specificationsésissue. DCE is certainly closer to being fully
specified than CORBA (including all of the CORBArtiees and CORBA Facilities).

The maturity (that is, stability) of existing spieations is a second issue. Though all of thetads
specifications are subject to revision, both OS# @MG are attempting to do so only when necessaayta
maintain backward compatibility whenever possiliethis respect, both the DCE specification andGRRBA
specification (the ORB only, not including CORBArtiees or CORBA Facilities) are reasonably mature
(although the CORBA specification may

require greater revision in view of the large numieservices yet to be specified).
The completeness of conformant products as fanpkeimenting all of the existing specifications ighid

issue. In this respect, there are reasonably campiglementations of both DCE and CORBA (the ORB
only).

The maturity (that is, stability) of conformant pets is the fourth and final issue. In this respésere are
mature implementations of both DCE and CORBA-comfamt ORBSs.

Regarding Interoperability

It is common to hear that DCE achieved true interapility in 1992 with DCE 1.0, while CORBA
interoperability was only recently specified and lyat to be delivered. Typically, each vendor pB/@&E to a
specific platform, and interoperability with thdesence implementation ensures interoperability mgneendors
implementations.

OMG does not deliver reference implementationsy gpkcifications. CORBA 1.0 did not address
interoperability between ORBs because it was cemsitl premature pending experience implementing basi
ORB functions. As a result, many vendors implemg@&Bs on a selection of platforms, providing
interoperability across all of the platforms sugpdrby a given vendor. In fact, some of the ORBs &ne
currently available run on over a dozen differdatfprms and support interoperable clients andessracross
all of those platforms at this time.

Interoperability between ORBs (that is, between QfBdors) will be a reality in 1995. The Interneter-ORB
Protocol (IIOP) specified by OMG in December of 49Z€0ORBA2] may be supported via bridges that can be
developed by end-users or third parties withouppetary information about an ORB or modificatidnghe
ORB. In addition, SunSoft recently made availabiglte OMG server a public domain implementatiothef
major components needed to implement an IIOP bridégetherefore expect to see widespread interopityab
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among ORBs via IIOP by late 1995 or early 1996.&kpect this even with ORBs that use DCE for intfRBO
communication, although interoperation between fa&ed ORBs may be provided via a DCE-specific
protocol specified by OMG as well.
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7. Choosing the Right Technology

We have stated that the most important differeretevden DCE and CORBA is their programming paradigms
DCE was designed to support distributed proceduiadramming, while CORBA was designed to support
distributed object-oriented programming. Religi@osivictions must be tempered with more pragmaticcems,
however.

Comparing the individual capabilities that eachegithe developer, CORBA provides a much richerraark
powerful environment. Most of the CORBA servicesdget to be specified, however. Current DCE
implementations provide services that are not yetided by CORBA implementations (in a standard vay
CDS (Naming), Security, DTS (Time), and Threadse TORBA Naming Service has been specified, and
partial implementations are available now. The C@R&curity and Time Services will not be specifiedil
late 1995, and we do not expect to see them alaiilalCORBA implementations until late 1996. OMGsh
plans at this time to specify a Threads Service.

If these services are essential to a developmént gthe alternatives at present are to use CORB&
implement the required services yourself or use DI€fou implement to OMG-specified interfaces, you
service implementations will eventually become sfipeus and code that uses those services will gioectly to
vendor-supplied implementations, when they arelalvks.

If you decide to use DCE, we suggest doing so aiittobject-oriented package like DEC's DCE++ [Vivgnar
HP’s OODCE [Dilley]. This will position you to makihe transition to CORBA more easily in the future.
addition, it is important to be aware that the o6BCE datatypes that are not supported by CORBAnprs,
for example, as discussed in Section 5) can makéraimsition to CORBA significantly more painful.

During the next two years, the object technologyt MG is specifying will migrate down into the opgng
systems that are delivered with workstations frdmfethe major vendors. As a result of OMG's recadoption
of CORBA 2.0 specifications that include inter-ORBeroperability [CORBA?2], we expect to see CORBA
gaining widespread acceptance during the next geosy and we expect that its object orientationranidset of
services will make it the distributed computingtfdlam of choice.
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Glossary

API - Application Programming Interface
CDS - Cell Directory Service

CMIP - Common Management Information Protocol
CORBA - Common Object Request Broker Architecture
DCE - Distributed Computing Environment
DEC - Digital Equipment Corporation

DES - Data Encryption Standard

DFS - Distributed File Service

DME - Distributed Management Environment
DNS - Domain Name Service

DTS - Distributed Time Service

ERA - Extended Registry Attributes

GDA - Global Directory Agent

GDS - Global Directory Service

GSSAPI - Generic Security Service API

HP - Hewlett-Packard Company

IBM - International Business Machines

IDL - Interface Definition Language

[IOP - Internet Inter-ORB Protocol

NTP - Network Time Protocol

OMG - Object Management Group

OODCE - Object-Oriented Distributed Computing Eoniment

ORB - Object Request Broker

OSF - Open Software Foundation

POSIX - Portable Operating System Interface fondJni
RFC - Request For Comments

RFI - Request For Information

RFP - Request For Proposals

RPC - Remote Procedure Call

SCO - Santa Cruz Operation

SGl - Silicon Graphics, Inc.

SNMP - Simple Network Management Protocol
UTC - Universal Time Coordinated

UUID - Universal Unique Identifier
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